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Talk outline

◆ Blind separation of multidimensional sources

◆ Tensor notation, unfolding, norm, products, rank,…

◆ CPD and TuckerN tensor models:
  ◆ uniqueness, properties, …

◆ Error analysis with demonstration:
  ◆ multispectral image decomposition
Blind source separation

Recovery of signals from their multichannel linear superposition using minimum of \textit{a priori} information i.e. multichannel measurements only [1-3].

Problem:

\[ X = AS \quad \mathbf{X} \in \mathbb{R}^{N \times T}, \quad \mathbf{A} \in \mathbb{R}^{N \times M}, \quad \mathbf{S} \in \mathbb{R}^{M \times T} \]

\(N\) - number of sensors/mixtures; 
\(M\) - unknown number of sources
\(T\) - number of samples/observations

Goal: find \(\mathbf{A}\) and \(\mathbf{S}\) based on \(\mathbf{X}\) only.

Blind Source Separation

\( X = AS \) and \( X = (AT)(T^{-1}S) \) are equivalent for any square invertible matrix \( T \). There are infinitely many pairs \((AT, T^{-1}S)\) satisfying linear mixture model \( X = AS \).

Solutions unique up to permutation and scaling indeterminacies, \( T = P\Lambda \), are meaningful. Constraints must be imposed on \( A \) and/or \( S \) in order to obtain solution of the BSS problem that is characterized with \( T = P\Lambda \).

**ICA** solves BSS problem imposing statistical independence and non-Gaussianity constraints on source signals \( s_m, m=1,\ldots, M \).

**DCA** improves accuracy of the ICA when sources \( s_m, m=1,\ldots, M \), are not statistically independent.

**SCA / NMF** solves BSS problem imposing nonnegativity, sparseness, smoothness or some other constraints on source signals \( s_m, m=1,\ldots, M \).
Multidimensional (tensorial) sources

$N^{th}$ order tensor (also called $N$-way array) is $N$-dimensional array of, not necessary real, numbers:

$$X \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$$

Each index is called way or mode and number of levels of a mode represents dimension of that mode, [4-7]. Eg., dimension of mode-1 is $I_1$.

Scalars, vectors and matrices are respectively tensors of order 0, 1 and 2. Sometimes tensors of order 3 are called hypermatrices.

Multidimensional (tensorial) sources

A number of data sets is not naturally represented in 2D space but in \( N \)-D, \( N \geq 3 \), space. Few examples include: multispectral/hyperspectral image, video signal, EEG data, fluorescence spectroscopy data, magnetic resonance image, multi-phase CT image, etc.

**Multispectral-hyperspectral image (3D tensor)**

\[
\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3}_{0+}
\]

\( I_3 \) spectral images of the size \( I_1 \times I_2 \) pixels

RGB image contains \( I_3 = 3 \) spectral channels.

\( x_{i1i2i3} \) represents brightness intensity at spatial location indexed by \( (i_1, i_2) \) and spectral location indexed by \( i_3 \).

**Multispectral magnetic resonance image (3D tensor)**

\( I_3 = 3 \) (PD, \( T_1 \) and \( T_2 \)) images of the size \( I_1 \times I_2 \) pixels
Tensor factorization

Very often for the purpose of exploratory data analysis, that includes the BSS methods such as ICA, DCA, SCA or NMF, 3D data are mapped to 2D data that is known as *matricization, unfolding or flattening*.

\[
\begin{align*}
\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3}_{0^+} & \quad \rightarrow \quad \mathbf{X}_{(1)} \in \mathbb{R}^{I_1 \times I_2 I_3}_{0^+} \\
\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3}_{0^+} & \quad \rightarrow \quad \mathbf{X}_{(2)} \in \mathbb{R}^{I_2 \times I_1 I_3}_{0^+} \\
\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3}_{0^+} & \quad \rightarrow \quad \mathbf{X}_{(3)} \in \mathbb{R}^{I_3 \times I_1 I_2}_{0^+}
\end{align*}
\]

Problems:
- local structure of 3D data is lost (not exploited)
- matrix factorization assumed by linear mixing model \( \mathbf{X} = \mathbf{A} \mathbf{S} \) suffers from indeterminacies because \( \mathbf{A} \mathbf{T}^{-1} \mathbf{S} = \mathbf{X} \) for any invertible \( \mathbf{T} \), i.e. infinitely many \((\mathbf{A}, \mathbf{S})\) pairs can give rise to \( \mathbf{X} \).

- Meaningful solutions of the BSS problems are characterized by \( \mathbf{T} = \mathbf{P} \mathbf{\Lambda} \). To obtain them, matrix factorization methods such as ICA and/or NMF must respectively impose statistical independence and sparseness constraints on \( \mathbf{S} \).
Tensor products

The $n$-mode product of a tensor $\mathbf{X}$ and a matrix $\mathbf{A}$ is written as:

$$\mathbf{X} \times_n \mathbf{A}$$

Let $\mathbf{X}$ be of size $I_1 \times I_2 \times I_3$ and let $\mathbf{A}$ be of size $J_1 \times J_2$.

The $n$-mode product multiplies vectors in mode $n$ of $\mathbf{X}$ with row vectors in $\mathbf{A}$. Therefore, $n$-mode multiplication requires that $I_n = J_2$.

The result of the $\mathbf{X} \times_n \mathbf{A}$ is a tensor with the same order (number of modes) as $\mathbf{X}$ but with the size $l_n$ replaced by $J_1$. After $n$-mode unfolding it follows:

$$\mathbf{Y}_{(n)} = \mathbf{A} \mathbf{X}_{(n)}$$

As an example, classical matrix product $\mathbf{A} \mathbf{B}$ can be seen as a special case of $n$-mode product:

$$\mathbf{A} \mathbf{B} = \mathbf{A} \times_2 \mathbf{B}^T = \mathbf{B} \times_1 \mathbf{A}$$
Tensor models

Two most widely used tensor models are TuckerN model, [11], and Canonic Polyadic Decomposition (CPD)/PARAelel FACtor (PARAFAC) analysis /CANonical DECOMPosition (CANDECOMP) model, [12,13]. The Tucker3 model for 3D tensor is defined as:

\[ X \approx G \times_1 A \times_2 B \times_3 C = \sum_{j_1=1}^{R_1} \sum_{j_2=1}^{R_2} \sum_{j_3=1}^{R_3} g_{j_1,j_2,j_3} a_{j_1} \circ b_{j_2} \circ c_{j_3} \]

\[ x_{pqr} \approx \sum_{j_1=1}^{R_1} \sum_{j_2=1}^{R_2} \sum_{j_3=1}^{R_3} g_{j_1,j_2,j_3} a_{p_{j_1}} b_{q_{j_2}} c_{r_{j_3}} \]

where \( G \in \mathbb{R}^{R_1 \times R_2 \times R_3} \) is a core tensor and \( \{A, B, C \in \mathbb{R}^{I_{n} \times R_{n}}\}^3 \) are factors.

Tensor models

Tucker model has good generalization capability due to the fact that the core tensor allows interaction between a factor with any factor in other modes.

However, essential uniqueness of the factorization (up to permutation and scaling) is not guaranteed. That is because of:

\[
\mathbf{X} \approx \mathbf{G} \times_1 \mathbf{A} \times_2 \mathbf{B} \times_3 \mathbf{C}
\]

\[
= \mathbf{G} \times_1 \mathbf{T}^{-1}_1 \times_2 \mathbf{T}^{-1}_2 \times_3 \mathbf{T}^{-1}_3 \times_1 (\mathbf{A} \mathbf{T}_1) \times_2 (\mathbf{B} \mathbf{T}_2) \times_3 (\mathbf{C} \mathbf{T}_3)
\]

where \( \mathbf{T}_n \in \mathbb{R}^{R_n \times R_n} \) \( \{n=1\}^3 \).

Some constraints have to be imposed on array factors and/or core tensor in order to ensure uniqueness of the factorization.
The CPD tensor model

The CPD model is a special case of the Tucker model when core tensor is diagonal i.e. $G = \Lambda$. CPD factorizes a tensor into a sum of rank-one tensors:

$$X \approx [\lambda, A, B, C] = \sum_{i=1}^{R} \lambda_i a_i \circ b_i \circ c_i$$

where $\lambda \in \mathbb{R}^{R}, A \in \mathbb{R}^{I_1 \times R}, B \in \mathbb{R}^{I_2 \times R}, C \in \mathbb{R}^{I_3 \times R}$.

The mode-3 matricized version of the tensor is given as:

$$X_{(3)} = CA [B \odot A]^T$$

where $\Lambda = \text{diag}(\lambda)$ and $\odot$ denotes the Khatri-Rao product.
The CPD tensor model

Assuming that \( R \leq \min(l_1, l_2, l_3) \) uniqueness condition for CPD model is [14, 15]:

\[
k(A) + k(B) + k(C) \geq 2R + 3
\]

where \( k(A) \), \( k(B) \) and \( k(C) \) are Kruskal’s ranks of factor \( A \), \( B \) and \( C \).

For a matrix \( A \in \mathbb{R}^{I \times J} \) standard rank \( r(A) := \text{rank}(A) = R \) if \( A \) contains collection of \( R \) linearly independent columns (rows), and this fails for \( R+1 \) columns (rows).

\( k(A) = R \) if every \( R \) columns are linearly independent, and this fails for at least one set of \( R+1 \) columns:

\[
k(A) \leq r(A) \leq \min(I, J) \ \forall \ A.
\]

Tensor factorization

Tensor based vs. matrix based mixture models.

•2D linear mixture model for 2D source signals:

\[ X_{(3)} = AS \quad X_{(3)} \in \mathbb{R}^{I_3 \times I_1 I_2}, \quad A \in \mathbb{R}^{I_3 \times R}, \quad S \in \mathbb{R}^{R \times I_1 I_2} \]

In a case of MSI (or MRI) \( I_1 \) and \( I_2 \) represent image dimensions and \( I_3 \) represents number of spectral bands. In a case of video \( I_3 \) represents number of frames. \( R \) represents the unknown number of sources. Low-rank constraint implies: \( R \leq I_3 \).

•3D linear mixtures model with 2D sources signals:

\[ X \approx G \times_1 A \times_2 B \times_3 C \]

\[ X \in \mathbb{R}^{I_1 \times I_2 \times I_3}, \quad G \in \mathbb{R}^{R \times R \times R}, \quad \left\{ A, B, C \in \mathbb{R}^{I_n \times R} \right\}_{n=1}^3 \]
Tensor factorization

3-mode unfolding of $\mathbf{X}$ yields:

$$\mathbf{X}_{(3)} \approx \mathbf{C} \mathbf{G}_{(3)} \left[ \mathbf{B} \otimes \mathbf{A} \right]^T$$

Dimensionality analysis yields [16, 17]:

$$\mathbf{A} \approx \mathbf{C}$$

$$\mathbf{S} \approx \mathbf{G} \times_1 \mathbf{A} \times_2 \mathbf{B} \approx \mathbf{X} \times_3 (\mathbf{C})^{\dagger} \quad \mathbf{S} \in \mathbb{R}_{0+}^{I_1 \times I_2 \times R}$$

where '$\dagger$' denotes Moore-Penrose pseudo-inverse and it is assumed $R \leq I_3$.

Thus, for MSI/MRI decomposition tensor factorization yields tensor of spatial distributions of materials/tissue substances present in the MSI/MRI.

Tensor factorization

Tensor factorization yields two formulas for calculating source signal tensor:

\[ S^{\text{dir}} \approx G \times_1 A \times_2 B \]

\[ S^{\text{inv}} \approx X \times_3 (C)^\dagger \]

How to choose between these two formulas?

Which formula is more robust again perturbations of model factors \([G, A, B, C]\) and/or data tensor \(X\)?
Perturbations of model factors

First order perturbation analysis of direct and inverse formulas for source tensor yields:

\[ \delta S_{\text{dir}} \approx \delta G \times_1 A \times_2 B + G \times_1 \delta A \times_2 B + G \times_1 A \times_2 \delta B \]

\[ \delta S_{\text{inv}} \approx -X \times_3 \left[ C^\dagger \delta CC^\dagger + C^\dagger C'^T \delta C^T \left( I_3 - CC^\dagger \right) \right. \]

\[ \left. + \left( I_R - C^\dagger C \right) \delta C^T C'^T C^\dagger \right] \]

Where \( I_n \) denotes \( n \times n \) identity matrix. For square invertible matrix \( C \) expression for inverse formula becomes [18]:

\[ \delta S_{\text{inv}} \approx -X \times_3 \left[ C^{-1} \delta CC^{-1} \right] \]

Perturbations of model factors

This type of perturbation relates to rounding errors and/or conversion to local minima.

Model factors \(G, A, B, C\) were perturbed by i.i.d. nonnegative uniformly distributed noise in the amounts of 0.1\%, 1\% and 10\% of the Frobenius norms of the true values of loading factors.

Data tensor: \(856 \times 1144 \times 3\). Rank of factor matrices was \(R=3\). The \(3 \times 3\) \(C\) matrix has been generated with controlled condition number between 2 and 20 in steps of 1.

The crucial point is conditioning of \(C\) matrix. When \(C\) matrix is sufficiently well conditioned the \textit{inverse} formula will be more accurate.
Perturbations of model factors

Log\textsubscript{10} of the ratio of the Frobenius norms of error tensors:

\[
\log_{10} \left( \frac{\| \delta S^{\text{dir}} \|}{\| \delta S^{\text{inv}} \|} \right) .
\]

The \textit{inverse} formula yields smaller error when condition number is less than 16.
Unsupervised Decomposition of Multispectral Image

True hyperspectral/multispectral image is a 3D tensor. Hence, blind image decomposition can be performed through 3D NTF, [16].

It is related to the unsupervised decomposition of fluorescent RGB image of a skin tumor (basal cell carcinoma) by means of the $\alpha$-NTF algorithm ($\alpha=0.1$ was chosen in this case), [19]. Here, $\alpha$-divergence is just a choice and other cost functions could be used as well.

The ground truth is simple and visible on the RGB image itself. The image contains fluorescent tumor component in red color and background component (composed of surrounding healthy skin and the ruler) in green and black colors, that is the $C$ matrix is $3 \times 2$ matrix.

Unsupervised Decomposition of Multispectral Image

**Top row:** experimental RGB fluorescent image of a skin tumor that stands for measurement tensor of dimensions 856×1144×3. **Mid row:** intensity maps of tumor component. Left *direct* formula; right: *inverse* formula. **Bottom row:** intensity maps of background component. Left: *direct* formula; right: *inverse* formula. Intensity maps are scaled to [0,1] interval and shown in pseudo-color such that dark red indicates that component is present with probability 1, while dark blue indicates that component is present with probability 0.

Although result obtained by *inverse* formula is better, it is seen that *direct* formula also yields result that is meaningful. Thus, if the conditioning of the C matrix happens to be poor (it could be due to the existence of *spectrally similar* objects) *direct* formula can be useful.
Perturbations of measurement/data tensor

Data tensor $\mathbf{X}$ has been perturbed. Corresponding perturbations of factor matrices $\mathbf{A}$, $\mathbf{B}$ and $\mathbf{C}$ as well as diagonal core tensor $\Lambda$ were calculated.

This type of analysis makes sense only when decomposition is unique. Thus, CPD model is analyzed and Tucker3 model is discarded in this perturbation analysis.

It is necessary to obtain expressions for $\delta \mathbf{A}$, $\delta \mathbf{B}$, $\delta \mathbf{C}$ and $\delta \Lambda$ as a function of $\delta \mathbf{X}$. For this purpose we consider first order perturbation of the CPD model of $\mathbf{X}$ [20]:

$$
\delta \mathbf{X}_{(3)} \approx \delta \mathbf{C} \Lambda [\mathbf{B} \odot \mathbf{A}]^T + \mathbf{C} \delta \Lambda [\mathbf{B} \odot \mathbf{A}]^T + \mathbf{C} \Lambda [\delta \mathbf{B} \odot \mathbf{A}]^T + \mathbf{C} \Lambda [\mathbf{B} \odot \delta \mathbf{A}]^T
$$

where $\odot$ denotes Khatri-Rao product and $\Lambda$ is $R \times R$ diagonal matrix if $R$ denotes rank of $\mathbf{X}$.

Perturbations of measurement/data tensor

The expansion is based on the mode-3 unfolding of $\mathbf{X}$:

$$
\mathbf{X}_{(3)} = \mathbf{C} \Lambda [\mathbf{B} \odot \mathbf{A}]^T
$$

Perturbation is a linear system and can be written in more convenient form by defining the following vectors:

$$
\delta \mathbf{z} \triangleq \begin{bmatrix}
\text{vec}\{\delta \mathbf{A}\} \\
\text{vec}\{\delta \mathbf{B}\} \\
\text{vec}\{\delta \mathbf{C}\} \\
\text{vecd}\{\delta \Lambda\}
\end{bmatrix}
\quad \text{and} \quad
\delta \mathbf{x} \triangleq \text{vec}\{\delta \mathbf{X}_{(3)}\}$$
Perturbations of measurement/data tensor

vec{.} and vecd {.} respectively mean:

\[ \text{vec}\{\delta A\} \triangleq \begin{bmatrix} \delta a_1 \\ \vdots \\ \delta a_R \end{bmatrix}, \quad \text{vec}\{\delta B\} \triangleq \begin{bmatrix} \delta b_1 \\ \vdots \\ \delta b_R \end{bmatrix}, \quad \text{vec}\{\delta C\} \triangleq \begin{bmatrix} \delta c_1 \\ \vdots \\ \delta c_R \end{bmatrix}, \quad \text{vecd}\{\delta \Lambda\} \triangleq \begin{bmatrix} \delta \lambda_{11} \\ \vdots \\ \delta \lambda_{RR} \end{bmatrix} \]

Thus, we have to solve for the linear system \( \delta x = M \delta z \). Thereby, \( M \) is the 4-block matrix:

\[
M \triangleq \begin{bmatrix}
K_{I_1 I_2,R} \left( CA \otimes I_{I_1 I_2} \right) D(B) & K_{I_1 I_2,R} \left( CA \otimes I_{I_1 I_2} \right) D(A) \\
(B \odot A) \Lambda \otimes I_{I_3} & (B \odot A) \odot C
\end{bmatrix}
\]
Perturbations of measurement/data tensor

Here:

\[ D(A) = \text{Diag}\{I_{I_2} \otimes a_1, \ldots, I_{I_2} \otimes a_R \} \quad D(B) = \text{Diag}\{b_1 \otimes I_{I_1}, \ldots, b_R \otimes I_{I_1}\} \]

are diagonal matrices of size \(I_1I_2R \times I_2R\) and \(I_1I_2R \times I_1R\).

\(K_{I_1I_2,R}\) is square permutation matrix of dimensions \(I_1I_2R \times I_1I_2R\):

\[ K_{I_1I_2,R} \triangleq \sum_{i=1}^{I_1I_2} \sum_{r=1}^{R} E_{ir}^{(I_1I_2\times R)} E_{ri}^{(R \times I_1I_2)} \quad E_{ir}^{(I_1I_2 \times R)} \triangleq e_i e_r^T \]

\(e_i\) is unit vector in \(\mathbb{R}^{I_1I_2}\) and \(e_r\) is unit vector in \(\mathbb{R}^R\).
Perturbations of measurement/data tensor

The matrix $M$ is of size $l_1 l_2 l_3 \times (l_1 + l_2 + l_3 + 1) R$.

Due to low-rank constraint, $R \leq l_3$, and because $l_3$ is small (it stands for number of channels that in case of RGB or image is $l_3 = 3$) matrix $M$ has less columns than rows. Thus, there are more equations than unknowns.

In computer simulation data tensor $X$ was of size $50 \times 50 \times 3$. For each realization entries of loading matrices $A$, $B$ and $C$ were drawn from nonnegative uniform distribution with number of columns $R = 3$. The core tensor $\Lambda$ was generated with nonnegative uniformly distributed values on diagonal.

The $3 \times 3$ $C$ matrix has been generated with controlled conditioned number between 2 and 20 in steps of 1. Entries of perturbation tensor $\delta X$ were drawn independently according to nonnegative uniform distribution. Froebenius norm of $\delta X$ has been determined from predefined signal-to-noise-ratio:

$$SNR = 20 \log_{10} \left( \frac{\|X\|}{\|\delta X\|} \right)$$
Perturbations of measurement/data tensor

Log$_{10}$ of the ratio of the Frobenius norms of error tensors:

$$\log_{10} \left( \frac{\| \delta S_{\text{dir}} \|}{\| \delta S_{\text{inv}} \|} \right)$$

The inverse formula yields smaller error when condition number of $C$ matrix is less than 8. The fact that inverse formula is more sensitive to measurement noise than noise in loading factors is expected since it amplifies noise via $C^\dagger$.

Presented results supplement the one related to CRLB in [21]. While CRLB predicts error bounds on parameter of the CPD model under a white Gaussian noise assumption, the error analysis presented herein can be performed for arbitrary distribution of the additive noise.

SUMMARY

In factorization of (three-way) tensors \textit{direct} and \textit{inverse} formulas for calculating source tensor emerge.

If errors are due to perturbations in loading matrices \textit{inverse} formula is better when condition number of the mode-3 loading matrix is smaller than or equal to 16.

In case of measurement noise, \textit{inverse} formula is better when condition number of mode-3 loading matrix is smaller than or equal to 8.

Topic for future analysis is related to probabilistic formulation that complies with some predefined (sparseness and/or nonnegativity) constraints on factors of the model. That can lead to interesting results regarding essential uniqueness of the Tucker3(N) tensor model?!