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Motivation with illustration of applications (lecture I) 
Mathematical preliminaries with principal component 

analysis (PCA)? (lecture II)
Independent component analysis (ICA) for linear static

problems: information-theoretic approaches (lecture III)
ICA for linear static problems: algebraic approaches 

(lecture IV)
ICA for linear static problems with noise (lecture V)
Dependent component analysis (DCA) (lecture VI) 

Course outline
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Course outline
Underdetermined blind source separation (BSS) and 

sparse component analysis (SCA) (lecture VII/VIII)
Nonnegative matrix factorization (NMF) for determined 

and underdetermined BSS problems (lecture VIII/IX)
BSS from linear convolutive (dynamic) mixtures (lecture 

X/XI)
Nonlinear BSS (lecture XI/XII)
Tensor factorization (TF): BSS of multidimensional 

sources and feature extraction (lecture XIII/XIV)
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ICA for linear static problem with noise

Two important cases need to be distinguished:

• sensor noise: 
• external noise: x=As , where 

“Noisy ICA”, Chapter 15 in A. Hyvarinnen. J. Karhunen, E. Oja, “Independent Component Analysis,” John 
Wiley, 2000.
“Robust Techniques for Noisy Data,” Chapter 8 in  A. Cichocki, S. Amari, “Adaptive Blind Signal and Image Processing,”

John Wiley, 2002.
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ICA for sensor noise

It is assumed that n is Gaussian i.i.d. with a known variance σ2. Then 
Rn= σ2IN. It is also assumed that n is independent from s.

Three strategies for dealing with sensor noise can be used:
noise reduction (denoising) can be performed on sensor level.
during whitening (decorrelation) noise can be taken into account 
through dimensionality reduction.
some ICA algorithms/contrast functions can be explicitly 
modified/preferred to take into account presence of noise.
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ICA for sensor noise 
Additive noise can be reduced through preprocessing/filtering sensor 
signals xi(t), i=1,…,N. This makes sense for signals that pose temporal 
structure such as speech, music, EEG, ECG, etc.

It is important that filtering operation be linear and time invariant. Such 
filters are represented through discrete time convolutive summation:
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ICA for sensor noise 
Filters used for noise reduction perform smoothing operation. As an 
example: 

These filter are known as low-pass filters. They are frequency selective 
and filter out high frequency part of the signal. This is based on the 
assumption that power spectrum density of the signal is in low frequency 
part of the spectrum while power spectrum density of the noise is 
approximately flat and spread across the whole spectrum (assumption on 
noise is to be white).
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ICA for sensor noise 
When number of sources M is less than number of sensors N the 
whitening transform z=Qx can be used for dimensionality reduction and 
denoising:

However, if M source signals have dominant energy over the noise then: 
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ICA for sensor noise 
Alternatively, if the noise covariance matrix is known Rn= σ2IN then:
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ICA for external noise 
Some of the M sources are true sources while the rest are artifacts 
(noise):

Let us suppose that sk+1 … sM have nearly Gaussian distributions. We can 
use some measure of non-Gaussianity (kurtozis) to distinguish                
from              . After ICA-based decomposition:

we can perform “data cleaning” through backprojection:
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ICA for external noise 
However, artifacts may also have large value of kurtozis, negative value 
of kurtozis, etc. In EEG data analysis artifacts are associated with the eye 
blinks, muscle activities (large positive kurtozis), 60 Hz power supply 
signal (negative kurtozis).

Any kind of a priori knowledge can be used to distinguish artifacts from 
true sources. For example if it is known that true sources have temporal 
structure a measure of temporal predictability can be used to distinguish 
them from artifacts:

{ }( ) { }( )
{ }( )

( )
( )

max

max

2

2

( ) ( )( )
( ) log log

( ) ( ) ( )

k
m k m km k k

m k k
m k m k m kk

s t s tV s t
F s t

U s t s t s t

−
= =

−
∑
∑



12/30

Faculty of Mathematics, University of Zagreb, Graduate course 2011-2012.
“Blind separation of signals and independent component analysis”

ICA for external noise 
V reflects the the extent to which sm(tk) is predicted by a long term 
moving average  and U reflects the extent to which sm(tk) is predicted by 
a short term moving average.

For signals with temporal structure a temporal predictability measure can 
even be used as a contrast function for blind source separation*, that is 
constructed by maximization of temporal predictability.  

In the following example 32 EEG signals are decomposed by the SOBI 
algorithm. Sources signals are ordered by a measure of temporal 
predictability. Artifacts as well as true noise sources are removed and 
clean data are obtained by backprojection.   
*Stone, J.V., 2001. Blind source separation using temporal predictability. Neural Comput. 13, 1559-1574.
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EEG MEASURED SIGNALS
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Contrast functions robust to noise
If some number of sources are closed to Gaussian noise after prewhitening and possible
dimensionality reduction

kurtozis based contrast function can be applied to z. Since components of z have unit variance 
kurtozis k(zm)=C4(zm).  Using multinearity property of the cumulants as operators it follows:
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Contrast functions robust to noise
Let us consider a contrast function that follows from minimization of the mutual information of 
y=Wx: 

True density functions pi are mostly unknown and need to be approximated in some parametric 
fashion or estimated directly from data. If, however, noise is present the contrast function can be 
modified:

Term WWT is necessary to avoid convergence toward trivial solution yi=0. This  can happen 
since C1+q(0)=0.
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